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Many of the problems we confront in
providing complex software systems

center on the inability to achieve high
performance without increasing hard-
ware platform size. Currently, many of
the systems provided by the Information
Operations Assurance Center depend on
multiple servers operating in parallel to
achieve adequate performance.  

We built a field-programmable-gate-
arrays (FPGA)-based, system-on-a-chip,
which serves as a prototype high-perform-
ance platform for various algorithms for
network analysis. The FPGA configuration
integrates critical components in a single
chip, including custom network processing
components and a PowerPC CPU.  

Project Goals
Our goal was to create a true embedded

platform, contained in a single FPGA,
which could achieve near wire-speed

processing for various custom network
applications, while giving software pro-
grammers the flexibility to code in high-
level languages. 

Our prototype system comprises a
number of individual intellectual property
(IP) cores integrated in a single Xilinx
V2P7 FPGA. These IP core system com-
ponents included various networking
hardware modules for handling packet fil-
tering and physical network access, glue
logic for integrating our components with
the onboard PowerPC microprocessor, and
bus and interconnect logic for placing all
of the components on the single FPGA
platform. In addition, we needed to write
software for proof-of-concept that could
identify packets of various protocol types.  

Relevance to LLNL Mission
The major advantage to our work is

high-performance network processing

Field-Programmable-Gate-Array-Based
System for Network Operations
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Figure 1. Avnet Virtex 2 Pro board used for prototype.
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Other Technologies

FY2005 Proposed Work
We envision extending the existing

Silverthrone platform to include analysis-
specific operations. These could include:
text processing, dynamic session pars-
ing, and stateful packet inspection. The
Silverthrone platform can also be
extended to provide wireless capabili-
ties such as network mapping and vul-
nerability assessment.

with a very small system footprint. Such a
system could serve as a basis for network
analysis applications, or as an autonomous
information sensor for distributed network
monitoring operations such as firewalls or
intrusion detection.

In addition, the individual components
could be evolved into production-ready IP
cores that are licensed outside of the
Laboratory for other uses.  

FY2004 Accomplishments and Results
Figures 1 and 2 illustrate our FY2004

effort. 
To meet the needs of our packet filter-

ing requirements, we evaluated a number
of preliminary architectures. We examined
several solutions involving hardware state
machines, but eventually decided on a full
network microprocessor, due to its flexi-
bility and control.

Silverthrone is an IP core implementa-
tion of a network processor built to sup-
port the BSD Packet Filter language
(BPF). The BPF language is used by
many firewall filters for efficient packet
classification and filtering. To our knowl-
edge, however, it has only been imple-
mented in software as a virtual machine,
and never in actual hardware.

Silverthrone consists of a custom hard-
ware microprocessor that fully implements
the BPF instruction set with some addition-
al extensions for packet manipulation. The
system executes all BPF instructions in, at
most, 3 clock cycles, and mirrors the BPF
with a register-based packet filter that uses
a directed acyclic control graph. This gives
a significant performance increase over a
standard expression tree mode, which may
contain redundant operations. Our un-opti-
mized prototype implementation of the
processor yields clock speeds of approxi-
mately 90 MHz, which allows us to identify
IP packets in 10 clock cycles. This allows
Silverthrone to achieve a theoretical pro-
cessing rate of 9 million packets per sec-
ond, given a network front-end capable of
writing data at this speed.

With a custom network processor, we
also enable users to work with the existing
BPF instruction set, allowing the direct
use of our architecture without having to

understand the underlying hardware. We
have also preserved full compatibility
with the existing software tools using the
BPF instructions.  

Silverthrone also contains extensions to
the BPF instruction set to allow the network
processor to perform more advanced packet
analysis than is possible in traditional soft-
ware based implementations.
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Figure 2. Signal capture of Silverthrone executing single packet instruction.




